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ABSTRACT

Change detection is a general remote sensing technique that compares imagery collected over the same area at
different times and highlights features that have changed. In this paper, land cover of Khoram Abad, a city in
Lorestan province of Iran, was examined in a case study via post classification technique and decision tree
classifier. The Decision Tree (DT) classifier performs multistage classifications by using a series of binary decisions
to place pixels into proper classes. Input data may be used from various sources and data types. Such as,
multispectral data, digital elevation model (DEM) and slop to find features with similar spectral reflectance but
different in elevation. In order to carry out comprehensive analysis of Khoram Abad land cover changes from years
1992 to 2009, TM data obtained from Landsat Satellite and digital elevation model of shuttle radar topography
mission were used. Finally, post classification analysis using DT classifier showed notable improvement in
classification accuracy in spite of high correlation of multi-spectral data.
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INTRODUCTION

Land use refers to man’s activities on earth, which directly related to land, whereas land covarotes the
natural features and artificial constructioosvering the land surface [35]. The geospati@nomena are
changing over time and the land cover informatias to be up-date periodically. Up-to-date knowledféand
cover is an important tool for the various plannaghorities with responsibilities for the managetef territory
[19]. However, it should be noted that planners &mtl managers require accurate data to addredsclaver
problems. Although the priority is for land use deromic) information, land cover information is mogasily
mapped and can serve as an approximation of laad us

During the past decades, not only remote sensiagés have become an important tool for land usssifieation
and mapping [14] but also because of the advantafyespetitive data acquisition, they have beconsgomdata
sources from local to global scales for differehtmge detection applications [17]. There were sévaudies
conducted to investigate land use changes duriegtithe some of which will be referred to in thiscten.
Tamilenthi et al [34] used principle component gae (PCA) to examine changed pattern of urban/bagas in
1973-2010. Sunar [25] also used five techniquesludling: adding, subtracting, dividing, principl®@mponent
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(PCA), and post classification analysis to detaodlcover changes in Aykitali, Turkey. He foundtthdding and
subtracting images were the most simple among thag®niques while PCA and post classification asedy
showed better results in change detection.

Tardi and Contalgon [33] also used three methodtiding: multi-temporal color composite, subtrantiand
classification in order to examine physical develept of Massachusett's urban area and resulting) ¢dawer
changes. Finally, they used post classificationlyaig in order to estimate total accuracy. Qiasv{Zgl, also
concluded similar study via PCA and subtractiorhtégues so as to present south Tehran land covprama he
reported that regression analysis in conjunctia WICA showed better results. Jahani [11], utilizatkllite images
(Spot) and normalized difference vegetation indeXehran land cover mapping project. Consequeotiythe basis
of the earlier studies about land cover changectietg it is obvious that most researchers usettactiopn and PCA
techniques to detect changes in land cover anfiiriher step; by classifying multi-temporal imagesy showed
results in quantitative form.

More recently, decision tree algorithms have besedufor the classification of global datasets witbmising
results [9, 10, 26]. Decision tree techniques hbgen used successfully for a wide spectrum of ifieesson
problems in various fields [23]. They are computadlly efficient and flexible, and also have anuitive
simplicity. They therefore have substantial advgesain remote sensing applications. One of the Isghp
alternatives to traditional classification systeissdecision tree classification. The basis of thfgproach is
establishing a set of binary rules that are appdieguentially to discriminate between differengé&rcategories.
Those rules include thresholds on spectral bandgisalso on auxiliary information, such as soil maglspe, or
digital elevation model, and therefore are veryifiee to different types of input data.

Running et al. [30, 31, 32] and Nemani and Runii®j applied a tree-based decision structure ttobaj data set
of NDVI values. The data set is both well undergtaad well behaved and the classification tree dedimied solely
on analyst expertise, where the threshold valuesdafined based on ecological knowledge. This dtgor
however, is somewhat difficult to implement singgnfficant spatial, temporal and spectral variatinake globally
robust user defined threshold specification alnmagiossible.

More commonly, tree-based algorithms use statispoacedures, which estimate the classificatioregulrom a
training sample. A classic example is the classiion and regression tree (CART) model describe@8t@yman et
al [1]. These algorithms combine the advantagestatistically based techniques and learning algor$, which
have their origin in the machine-learning and pattecognition communities. Tree-based methodssapervised
techniques and therefore a training set is requimed which the classes can be learned.

A critical step in the estimation of a decisionetris to prune the tree back in order to avoid ditng. By
convention a tree is constructed in such a wayahdor nearly all) training samples are corredlgssified, i.e. the
training classification accuracy is 100%. If thaiting data contains errors the tree will be ovied and will
generate poor results when applied to unseen @his.study carry out on land use/land cover chargsg upon
remotely sensed data and decision tree technique.

2. Study Area

Khoram Abad city is located between 48°d®l 48° 23f eastern longitude and 33° 2® 33° 33 of northern
latitude within the center of Lorestan provincewestern part of Iran. The city located in a vallnd has been
surrounded by Zagros Mountains. The total areahefdity is 6233 Krhand Its Altitude from free seas is about
1134 m. Climatically, Lorestan province can be di@d into three parts: the mountainous regions, asdBorujerd,
Dorood, Azna, Noor Abad and Alishtar which expecerold winter and moderate summers. In the cerdggibn,
the spring season begins from mid-February and tdlsabout mid May. Khoram Abad city is locatedthis realm.
The southern area is under the influence of thennair currents of Khuzestan, have hot summers afaively
moderate winters.

Khoram Abad River which is the majover within the study area emanates from northeauntains and continues
it path across the city toward west. Figure 1 shkfwsram Abad location in Lorestan province, Iran.
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Figure 1. Map of study area

3. Data and Software
In the present study, Landsat images of Khorm Alvade acquired for two Epochs (1992 and 2009) aleitly
digital elevation model of study area. We also usmdge processing software, i.e. ENVI 4.5 and gaplgic

information system, i.e. ArcGIS 9.3 the change ct@ia workflow. Table 1 shows data characteristitsch were
used in this research:

Table 1. Satellite data characteristics

Sensor Type | Imagery Date | WRSPath | WRSRow | Band No. | Radiometric Resolution | Spatial Resolution
™ 1992/8/27 037 166 1,2,3,4,5]7 7 30.00 m
™ 2009/8/7 037 166 1,2,3,45)7 8 28.50 m
SRTM 2002/8/7 037 166 1 1 90.00 m

MATERIALSAND METHODS

The main tools for the analysis of this study arage processing software and GIS to obtain a maew of
Khoram Abad land cover change and carry out congmrglie analysis of this change at the same timehifn
study, post classification comparison upon decidi@e classification, is used as a quantitativehrigpie of
analysis. The overall methodology is summarizeigure 2.
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Figure 2. Diagram of methodology.

4.1 Image Preprocessing

Preprocessing of satellite images prior to imagessification and change detection is essential cmdmonly
comprises a series of sequential operations, indudtmospheric correction or normalization, imaggistration,
geometric correction, and masking (e.g. for clowdater, irrelevant features) [5]. In the preprogegstage, it is
vital to eliminate any kind of atmospheric effebtfore any image analysis or information extractos carried out
[3]. This becomes especially important when scenscene comparisons of two or several images iticappns,
such as change detection, are being sought [2theSgeneral advice on the need for atmospheric aiwrein
classification and change detection studies isigeavby Song et al. [24]. These authors suggestatimaospheric
correction is not required as long as the traimatp and the data to be classified are measur#teogame relative
scale. However, if multi-temporal image data arendpgprocessed then they must be corrected for atherg
effects to ensure that they are comparable.

In this research, Dark Object Subtraction (DOS)sed as an approach for atmospheric correctiorghabiperhaps
the simplest yet most widely used image-based ates@tmospheric correction approach for classificatnd
change detection applications [12, 16]. This apphoassumes the existence of dark objects (zermall surface
reflectance) throughout a Landsat TM scene andriadrdgally homogeneous atmosphere. The minimum RMe/
in the histogram from the entire scene is thusbatted to the effect of the atmosphere and is scted from all the
pixels [4]. It is notable that Dark object subtrant method is used only for TM image (TM image vedeady
corrected atmospherically via USGS center and inégfegram showed no offset value within the image)

In the further step, geometric registration shduéddone in order to prepare two or more image<donparison
[18]. To conform the pixel grids and remove any metric distortions in the TM imagery, the first Tivhage,
August 27, 1992, was registered to TM image, UTMrdmate system Zone 39 North, based on 13 groontra

points collected from the whole study area. Aftenga first order transformation, and the nearesghimr

resampling of the uncorrected imagery was perforntédst order transformation is also known as adin
transformation which applies the standard linearagign (y = mx + b) to the X and Y coordinates lo¢ {GCP’s.
The nearest neighbor resampling method uses the wdlthe closest pixel to assign to the outpuélpisalue and
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thus transfers original data values without avemggihem as other methods do; therefore, the exteamel
subtleties of the data values are not lost.

Image fit was considered acceptable if the RMSresas below 15 m (RMS error <15 m) or one-half pixede
(RMS= 0.5). Additional research obtained after fhreprocessing phase was complete, indicate thattoue
misregistration, the accuracy of remotely sensethgl detection can be substantially degraded E§uls of their
analysis on Landsat TM data indicated that a regish accuracy of less than one-fifth of a piX®Rj is required to
achieve a change detection error of less than H8wever, Daie and Khorram [17] also suggest thatethare
inherent differences between TM image pairs whicy e more or less sensitive to image misregistiatian
other pairs. Here, an overall RMS error of georueatdrrection less than 0.2 pixels was achievedréorsformation

(3.31 m).

Finally, in order to subset the study area fromheat the two Landsat scenes, a vector file defining city
boundary with the same georeferenced coordinatéisealsandsat images, UTM Zone 39 north, was imploité
ENVI framework. Then the city area was masked tia tity boundary vector file which was convertetbia
binary bitmap mask and overlaid on to each of thkestenes.

4.2 Image Classification Using Decision Tree Classifier

As opposed to single stage classifiers in that amg decision is made about a pixel, as a resulthoth it is
labeled as belonging to one of the available ckassds left unclassified. Multistage classificatitechniques are
also possible in which a series of decisions ienailk order to determine the correct label for xepiThe more
common multistage classifiers are called decisi@es They consist of a number of connected classi{or
decision nodes) none of which is expected to perfiie complete segmentation of the image datdrstead, each
component classifier only performs part of the &8 (Figure 3).

(K1,p2,13,p4,15)

(11,u2,p3) ‘ pd \ (11,u5)

ENIE NI NN

Figure 3. General decision tree hierarchy

The advantages of using a multistage or tree apprwaclassification include that different dataises i.e. spectral
data or GIS data e.g. elevation data, etc. diffesets of features, and even different algorithars lze used at each
decision stage. Minimising the number of featuceade in a decision is significant for reducinggassing time and
for improving the accuracy of small class train[2§]. Figure 4 shows decision tree input data idirig: spectral
and elevation data which were used in present re&se improve the classification accuracy and Hewy
algorithm.
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Figure 4. Decision treeinputsincluding spectral and elevation data

4.3 Post Classification Comparison
This is the most straightforward method of changection. It involves the overlay (or “stacking™ two or more
classified images. Change areas are simply theses avhich are not classified the same at diffarsrgs.

The post classification comparison method is ondhef most widely used methods of remote sensingggha
detection. Some of the main advantages of this odetire as follows: there is no need for radiometage
registration of images involved in the analysis]{1& sensitivity to the spectral variations doethe difference in
the soil moisture, vegetation, and phonology isdothan that of the spectral change detection nistifi20]; its
provision of “from-to” change information [13]; st'very high change detection accuracy [20]. Two nmai
disadvantages of this method are its dependench@raccuracy of individual classification resultedaalso its
being quite time consuming due to the classificapiocesses it uses for all the data.

The classification scheme includes the followirgsskes: bare Rocks, high forests, healthy vegetdtiol up lands,
roads network, water, farm A, farm B, bare landise Dverall accuracy of classification scheme farheaf two
images was estimated by means of the standard amgcassessment procedure (i.e., an error matrid) tae
following formula:

n
1
04=-%"p,
mn
k=0
WhereOA is overall accuracyn is the total number of ground truth pixels gnd is the diagonal element of the
confusion matrix.

Because of inherent deficiency of overall accuradterion which is correctly assigned pixels maywédeen
assigned by chance and not based on the clasigificgcision rule, some authors prefer to use #ppé coefficient
as a measure of map accuracy [15, 6]. The kappé#iaest k is another measure of the accuracy of the
classification and is defined by:

4050
Scholars Research Library



Hamid Reza M atinfar et al Annals of Biological Research, 2012, 3 (8):4045-4053

s s
_n E,-:l Pii — E,-:l(PH * Pyi)
- T

n? — Z,-:l(PH * Dyi)
Wherek is kappa coefficienty is the total number of pixels in all the grounathrclasses, is the number of rows in
the confusion (error) matriyy;; is the sum of the confusion matrix diagoniis, is the total observations in row
andpy; is the total of observations in column

k

Finally, after image classification process thessified images were overlaid by means of the samoedination
and projection systems and the accurate percetieothange over this period of time (1992-2009) walsulated
for each class by subtraction technique.

RESULTSAND DISCUSSION

Here, in this study attempted to identify urban d.arse/ Land coveshange of Khoram Abad within 1991 and 2009.
Remote sensing has the capability of monitorindhstimnges, extracting the change in classifiedimébion from
satellite data. The image classification for TM92%as been done with approximate over all accusadi.2%,
while over all accuracy of 84.4% was obtained fbf, R009 (Figure 5 and 6).

WL s
A sl i b =

. |HlBare Rock
f - MHigh Forest
"3 | Healthy Vegetation
M Built up Lands
B ERoads Network
HWater

Farm A

Farm B
M Bare Lands

Figure5. The classified map of TM image (August 27th, 1992) with Overall Accuracy = (203/250) 81.2% and K appa Coefficient = 0.802

It should be noted that the accuracy of the paatsification comparison is totally dependent onabeuracy of the
initial classifications. The final accuracy veryostly resembles that resulting from the multiplmatof the
accuracies of each individual classification [27].

This case study presents encouraging results dbeuthange detection process. Even though, mudtitsd data
are highly correlated and some land cover typeg vavy similar spectral characteristics, i.e. satasses have a
constant low reflectance over the whole spectrageawith no or only minor distinct absorption feat For
example, problems of misclassification occur betwkeaildings and roads which are caused by spesitralarities
between materials covering these surfaces andhfluemnce of shadow [2, 8] or inherent problems atadsets with
spatial resolution of 30 m which limits the outcomfeany spectral analysis (Small road networks @dowt be
detected precisely in Landsat data due to the nspedtral signal).
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Figure6. The classified map of TM image (August 7th, 2009) with Overall Accuracy = (2116/250) 84.4% and Kappa Coefficient = 0. 841

However, by using a knowledge based classificatigorithm (DT) and some ancillary data (i.e., SRDHEM) the
classification accuracy is highly increased inddisses. The total result of this change detediwalysis during
mentioned time period is also shown in table 4.

Table 2. Change Detection Statistics

Bare High Healthy Built up Roads Farm Farm Bare
ClassName Rock Forest Vegetation Lands Net Water A B Lands
Bare Rock 95.84 90.82 0.11 0.08 0.00 0.0 0.0% 0.5p 1.41
High Forest 0.17 6.72 0.00 0.00 0.00 0.0d 0.03 0.0p 0.00
Healthy 0.01 0.328 33.34 1.26 336| 2227 451 983 2.4
Vegetation
Built up Lands 0.44 0.65 8.12 76.42 39.22 12.12 3.32 3.68 6.06
Roads Net 0.00 0.00 0.58 6.77 40.38 1.25 0.7¢ 0.5p 0.70
Water 0.000 0.00 1.86 0.56 1.08 34.66 0.3 0.4 0.33
FarmA 0.002 0.00 12.06 0.39 0.35 1.3 24.21 11.82 5.43
Farm B 0.0¢ 0.0C 8.5¢ 1.3% 2.51 146 19.2] 31.82 5.52
BareLands 2.3t 0.1€¢ 35.3( 13.18 13.0i 26.6( 47.2¢ 41.8¢ 77.9¢
Class Change 4.16 93.27 66.66 23.57 59.61 65.34 75.79 68.[17 432.0
Image Difference 0.07 -72.29 -48.33 62.46 22.90 0.10 -28.05 -5.45 .237

In the above table the “Class Changes” row indic#te total number of initial state pixels thatmotred classes. For
example, the total class changes for high foredtlzare rocks are 93.279 and 4.162 percent respbctin other
words, 93.279 percent of high forest class is (psinly changed to bare rocks class) which is tigadst change
rate among all classes and only 4.162 percentref toecks class is changed which is the least. Asbeaseen from
Table 2, the obvious changes in the study areatlymsed to the human activities and interventignagricultural
and natural environments which are displaying imynaays.

Finally the “Image Difference” row is the differemén the total number of equivalently classed ixal the two
images, computed by subtracting the initial stéds<ctotals from the final state class totals dididy initial state
class totals. An image difference that is posifive. in bare rocks, built up lands, road networkater and bare
lands) indicates that the class size increasedfanmthge difference that is negative (i.e. highefst; farm A and
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farm B) it indicates that the class size decreadddre, image difference of change detection aisfsisows that
built-up lands has been the most increasing clp€2b16 percent, mainly because changing demanuii@fasing
population and high forest has been the most dsioigalass decreased by -72.29 percent.
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